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Abstract

We study the problem of collaborative machine learning markets where multiple
parties can achieve improved performance on their machine learning tasks by
combining their training data. We discuss desired properties for these machine
learning markets in terms of fair revenue distribution and potential threats, including
data replication. We then instantiate a collaborative market for cases where parties
share a common machine learning task and where parties’ tasks are different. Our
marketplace incentivizes parties to submit high quality training and true validation
data using a novel payment-division function that is robust-to-replication.

1 Introduction
One of the main obstacles for training well-performing machine learning models is the limited
availability of sufficiently diverse labeled training data. However, the data needed to train good
models often exists but is not easy to leverage as it is distributed and owned by multiple parties.
For instance, in the medical domain, important data about patients that could be used for learning
diagnostic support systems for cancer might be in possession of different hospitals, each of which
holding different data, (e.g., from a specific geographical region with different demographics).
Typically, by pooling the available data, the hospitals could train better machine learning models
for their application than they could using only their own data. As all hospitals would benefit from
a better machine learning model obtained through data sharing, there is a need for collaborative
machine learning.

Naturally, this type of collaboration raises questions in terms of how to incentivize parties to participate
in such a collaborative machine learning effort and how to respect privacy and integrity requirements
of the parties regarding their data. In this work, we propose a cloud-based collaborative machine
learning platform accessible to parties for submitting data and machine learning tasks that addresses
the above concerns. Submitted training data represents the data that a party is willing to contribute/sell,
while the validation data can be seen as a specification of the machine learning model a party is
willing to buy. After a trade in this market, a participating party obtains a model trained on the data
available to the market and customized for its task. Crucially, there is no sharing of data and parties
are only provided this customized model (or query interface). As a result, only information relevant
to the validation task is released through the model, limiting the possibility of copying and reusing
the data for other tasks. Such markets allow multiple parties to jointly train machine learning models
based on the training data provided by all of the parties and achieve improved performance on their
own tasks. Parties pay to the market for the improvement on their validation tasks and get paid by
the market for the contribution of their training data to the tasks of others. The market can support a
single validation task scenario, for example, where hospitals bring together their data to train a single
model for detecting cancer. Furthermore, it also supports scenarios where one’s data can contribute
to multiple tasks. An overview of our envisioned marketplace is shown in Figure 1.

Our market is enabled by three main components: 1. Data valuation. Each model in the market is
trained on the data that is best suited for the specified validation task. Similar to recent and concurrent
work [1, 2] we can use Shapley values [3], a solution concept from game theory discussed later, to
match data to tasks. 2. Customized model training. We ensure that the model that a party receives is
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only suited for its own task but not the other tasks available on the market. As a result each party is
incentivized to provide its true validation task. 3. Payment division. Each party receives a reward
proportional to how useful its data is for training other models. We again use Shapley values, however,
in this case to determine fair payoffs.

Figure 1: Our marketplace setup

One of the key challenges in designing such data
marketplaces comes from the very nature of data,
i.e., free replication. This means that the reward of
a party submitting copies of the same dataset should
not be more than the party submitting it once. Indeed
the authors of [4] also point out that, if used naively
for machine learning, Shapley value is not robust
to replication (albeit in a different market setup than
ours). We design a market that is robust to replication.
The key idea behind our approach is to allow a party
to contribute data only if it also submits a validation
task for which it requires a trained model. Submitting
a task, in turn, requires a participation fee. Hence, for every replica, a party has to pay a participation
fee that depends on its validation task. As a result the fee it pays for the improvement on its task
balances the payoff it gets from the use of its training data.

Finally, we ensure that our cloud-based market is secure. That is, the market itself cannot resell, copy
or release the data or the trained models. Such a market can be instantiated using secure hardware,
such as Intel SGX [5], which allows parties to submit their data encrypted and ensure that it is only
decrypted and processed in secure enclaves (e.g., see [6]).

We summarize our contribution as follows:

1. Marketplace Definition: We introduce a collaborative marketplace to sell data and buy machine
learning models for learning single and multiple validation tasks.

2. Payment Division: We instantiate a collaborative market for a single validation task scenario with
a novel and robust-to-replication payment division function.

In the full version of the paper [7] we extend these results to the multi-task scenario, propose
customized model training and selection of training data for party-specific tasks, and empirically
validate properties and assumptions of our marketplace.

Related Work Shapley values for valuating data have been used in [8, 2, 1, 9], while machine
learning marketplaces have been studied in [10, 4, 11] The closest to our paper is work by Agarwal et
al. [4]. They propose a general marketplace setup which makes use of Shapley values for computing
payoffs. It addresses the problem of data replication heuristically by downweighing Shapley values
according to data similarity. Critically, their approach reduces payoffs for honest (non-replicating)
parties. In contrast, we achieve robustness to replication naturally through the multi-party setting in
combination with a novel characteristic function.

2 Background and Notation
Performance (gain) function G. Given training data X , the goal of supervised machine learning is to
identify functionM that performs well on unseen data, i.e., test data, and, for instance, achieves good
classification accuracy. Let G be the function that measures the performance ofM. We use validation
data V as a proxy for estimating the performance. (E.g., the average classification performance is
G(V,M(X )) = 1

|V|
∑

(ω,z)∈V 1M(ω)=z , where 1 is the indicator function.) Clearly, the performance
measure is application dependent. For simplicity, we assume an idealized gain function G and
dependencies of the model on the training data: for training datasets X ,X ′: (i) replicated data
does not change performance: ∀X ,X ′ :M(X ) =M(X ⊕ X ); (ii) monotonicty: G(V,M(X ))) ≤
G(V,M(X ⊕ X ′))); (iii) supermodularity: G(V,M(X ∪ {x}))− G(V,M(X )) ≤ G(V,M(X ′ ∪
{x})) − G(V,M(X ′)) for X ⊆ X ′ and x 6∈ X ′; (iv) boundedness: G(V,M(X )) ≤ 1. This is for
instance true for 1-NN classifiers.

Shapley Values for Fair Payoffs Consider a (machine learning) task which M parties M =
{1, . . . ,M} aim to solve together. To quantify the value of the contribution of each party towards
solving the task, we consider a characteristic function v : 2M → R. For every set S ⊆M of parties,
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v(S) quantifies how well the parties in S can solve the task, e.g., v(S) could be the prediction accuracy
of the best model the parties in S can train by combining their data, i.e., v(S) = G(V,∪i∈SXi),
where Xi is the ith party’s training data. In order to compensate parties for helping to solve a machine
learning task, we consider Shapley values [3] studied in game theory for collaborative games:

ψ(v, i)=
∑

S⊆M\{i}

|S|!(M − |S| − 1)!

M !

(
v(S∪{i})−v(S)

)
, (1)

i.e., ψ(v, i) quantifies the average marginal contribution of party i wrt all possible subsets of parties.
Shapley values ψ(v, i) are the unique payoffs satisfying properties of efficiency, symmetry, linearity
and null player, ensuring that parties are paid equally for equal contributions and all gains are
distributed among the parties. However, Shapley values are not robust to replication.

3 Collaborative Marketplace

In our marketplace, we consider M parties P1, . . . , PM which aim to collaborate towards training
machine learning models for their tasks. Each party simultaneously takes the role of a seller and
a buyer. The ith party has training data Xi and validation data Vi. The performance of a machine
learning modelM(X ) trained on some training dataX is evaluated using a performance/gain function
G(Vi,M(X )) ∈ [0, 1].

The goal of the market is to provide party i with a customized model trained on the subset of (or
potentially all) datasets of other parties’ that best fits its task (based on Vi). At the same time the
market uses Xi to train models of parties where this dataset fits the corresponding task (based on
validation data of other parties).

Definition 1 (Marketplace). A marketplace is a tuple (P,PD), where P = (P1, . . . , PM ) is the list
of parties engaging with the market place and PD is the payment division function.

We consider the following interaction with the data marketplace:

1. Parties P1, . . . , PM arrive.
2. The marketplace collects all training data sets X1, . . . ,XM and validation tasks V1, . . . ,VM .
3. Every party pays the market a participation fee Ai that is determined proportional to unit increase

in personal performance gain Ai = 1− G(Vi,M(Xi)), i.e., valuation for increasing performance
to 100% on their validation data. The market can also set a fixed value for a unit increase c > 0 in
performance, such that Ai = c · (1− G(Vi,M(Xi))).

4. The marketplace trains a machine learning model Mi for every party i where Mi =
M(Vi,⊕j∈SiXj) and Si ⊆M.

5. The modelMi is shared with party i. Let ai = G(Vi,Mi) − G(Vi,M(Xi)). Party i receives
payoff ti which depends on the increase in performance on its validation data Vi (i.e., they receive
Ai − ai) and how much its data helps in improving performance of models for other validation
tasks, bi. Hence, in total party i gains (or loses) (Ai − ai) + bi −Ai = bi − ai.

Single validation task This is a special case of the marketplace where all parties agree on the same
validation set V and there is only one modelM that is trained and returned to all parties.

3.1 Desired Properties

In the following we enumerate desired properties for a machine learning marketplace such that
participating parties receive fair payoffs for their engagement and benefit from participation.

Revenue division and payment Our list of properties is inspired by the “standard axioms of
fairness” since they are the de facto method to assess the marginal value of goods (i.e., features
in our setting) in a cooperative game (i.e., prediction task in our setting). They include: Balance:∑
bi =

∑
ai. Symmetry: if two parties enter the market with same training and validation sets

then ti = tj . Zero element buyer: if there is a party whose performance does not increase, it should
at least get its participation fee back, ti = Ai.
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Incentives Party i decides on whether to enter the collaborative market or not and what Vi and Xi

to contribute. As a result, the marketplace should incentivize the parties to join the market with good
training data and honest validation data:

Joining the market: The market should incentivize new parties to join. Our setting incentivizes this as
follows. A new party brings a new task to the market, hence, existing parties’ data may be useful for
this task, increasing their payoff bi. At the same time, the new party is also bringing new training data
which can increase performance of tasks submitted in the existing market, resulting in an increased
payoff. Hence a party joining the market can benefit from increased utility.

Validation data: A dishonest party can try to manipulate training and validation data (including their
relationship) in order to gain more than it would with its true training and validation datasets. For
example, Vi can be seen as an implicit bid that party i places on the modelMi it will obtain. There
can be a case that G(V ′,Mi)− G(V ′,M(Xi)) > G(Vi,Mi)− G(Vi,M(Xi)). If it is the case,Mi

has higher utility than what is determined by Vi. To this end, the marketplace needs to ensure that the
modelMi that is returned to the party does not allow for existence of V ′ in the current marketplace,
incentivizing the party to provide the best Vi to get the best utility model.

Training data: The market needs to ensure that the payment bi that party i receives for the use of its
data to train other models incentivizes it to provide its best Xi. We note that our market does not have
an explicit way for parties to bid or price training data.

Robustness to replication Parties may not behave honestly and may replicate their data and create
new replica parties to join the market on their behalf. The market should be robust to replication.
That is, a party that replicates its training data should not earn more than it would in the original
market. This is a crucial property for any data market since data, as compared to physical goods, is
easily replicable. This problem was also highlighted for a different marketplace setup in [4].

4 Market Instantiation
We consider a special case of the marketplace where all parties agree on the same validation set V
and there is only one modelM that is trained and returned to all M parties. (The scenario with
multiple validation tasks is described in the full version [7].) We slightly abuse the notation by
letting MS = M(⊕k∈SXk) be the model trained on data from parties in S for task V . The
parties agree on the same marginal payment per increase of the model performance they gain (for
example, per percentage increase): if G(V,MM) = 1 then party i pays the amount proportional to
Ai = 1− G(V,Mi). Hence, the largest amount that can be distributed among market participants is∑

i∈MAi. Recall that, when entering the market, the party submits Xi and fee Ai. After the market
completes, i obtainsMM and payout bi ≥ 0.

Characteristic Function Our characteristic function captures the value of data of parties in a set S
for the task V as the value of the model trained on the data as well as value the model brings to every
party. As a result the characteristic function for this market is defined as

v(S) = G
(
V;MS)︸ ︷︷ ︸

value of the model

+
∑
j∈S

[
G
(
V;MS)− G

(
V;Mj)︸ ︷︷ ︸

model value for party j

]
This function could be seen as the value of the model trained on the datasets of all parties in S plus
marginal gains for each party. Note that for a single party the value of the data is expressed as the
value of the model trained on its own training dataset.

Payment Division The total amount, a, that is distributed among the participants depends on
the individual gains obtained from the final model. Let ai = G(V,MM) − G(V,Mi). Then,
a =

∑
i∈M ai. We use Shapley values for characteristic function v to determine the distribution of a

for each party i: bi = a×ψ(v, i). In total, party i obtains ti = (Ai− ai) + bi where (Ai− ai) is the
return of the original investment if the final model performance is not 1. Hence, party i gains/loses
the following amount by participating in the market: (Ai − ai) + bi − Ai = ψ(v, i)a − ai. Note
that i gets ψ(v, i) portion from each aj and it pays 1− ψ(v, i) of ai to the market. In the full version
of the paper we show that this market has the following properties: balance, symmetry, zero element
buyer, and robustness to data replication.
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